Step 1) Find out how much memory is available per node

#rallsh -sv memsize –k

Step 2) Use resusage to find depletions, and memory allocation failures
bteq <<- [end]

.logon systemfe,service

.export file=./minmem.out

SELECT A.TheDate                (FORMAT 'MM/DD/YY', TITLE '// //Date')

      ,CAST(A.TheTime/1000 as integer)*10

                        (FORMAT '99:99', TITLE '// // Time')

      ,A.NodeID         (FORMAT 'ZZ9-99', TITLE '// //Node')

      ,(A.MemFreeKB / 1024)

                  (Format 'ZZ9.99', Title 'MinMB//Mem//Free')

      ,SUM(A.MemTextPageDrops)

                    (FORMAT 'ZZZ9', TITLE 'SUM//Page//Drops')

      ,SUM(A.MemProcSwapped)

                    (FORMAT 'ZZZ9', TITLE 'SUM//Proc//Swap')

      ,A.MemFails

                (FORMAT 'ZZZZZZZ9', TITLE '//Mem//Fails')

FROM DBC.ResUsageSpma A,

(SELECT  TheDate, MIN(MemFreeKB)

   FROM DBC.ResUsageSPMA

   GROUP BY 1

   WHERE THEDATE > date-30)

   AS DT (TheDate, MinFreeMem)

WHERE A.TheDate=DT.TheDate

AND A.MemFreeKB = DT.MinFreeMem

GROUP BY A.TheDate, A.TheTime, A.NodeID, A.MemFreeKB, A.MemFails

ORDER BY A.TheDate,A.TheTime,A.NodeID;

.export reset

.quit;

[end]
If the low point shows anything below 40 MB, then the next step is to get the "big picture" on how often the depletion occurs.

Use the Higa macro respmatotal for 30 days

/* from bteq, as systemfe */ 
.export file = pmatotal.out
exec respmatotal(date -30, date, 0, 240000)
Besides MIN FREE MEM, look for MEM ALLOC FAILURES and PAGE/SWAP I/Os. If there are a high number (many thousands or more) of memory alloc failures but MIN FREE MEM has not reached 0 during the logging period, then the memory allocation failures are coming from some subset of memory being used in the OS or in the kernel itself. Since respmatotal only shows one resusage row for all nodes of the same number of AMPs by logging period, use Higa macro respmabynode to drill down on the nodes for the timeperiod where either memory allocation failures and/or MIN MEM FREE depletions are seen:

/* from bteq, as systemfe */
.export file = pmabynode.out
exec repmabynode('2006/01/09', '2006/01/09', 0, 240000); 

Run the resnettotal macro to be correlated later with high P2P or GRP segment memory allocation failures: 
/* from bteq, as systemfe */ 
.export file = nettotal.out 
exec resnettotal(date - 30, date, 0, 240000);

Step 3) Identify depletions in the OS that use pools, threshholds or limits. First, check counters in the live kernel on nodes identified by respmabynode as having depletions and/or high mem alloc failure: 

test5_14:/home/ncrcsfd/gsc [ 29 ] crash
dumpfile(s) = /dev/mem
namelist = /stand/unix, outfile = stdout
0> kmastat
total bytes total bytes
size # pools in pools allocated # failures
-----------------------------------------------------------------
small 1341 4806144 4195472 0
big 3811 62439424 55727104 534 <==== kernel memory allocation failures
outsize - - 113311744 0

0> od -d kmem_miss
fe983730: 0000000535 <=====Kernel interrupt page misses 

0> strstat
ITEM ALLOC IN USE FREE TOTAL MAX FAIL
streams 269 269 0 14443245 813 0
queues 1186 1186 0 42890212 3212 0
message blocks 1380 721 659 334288014 173235 534 <=====same as kmastat, kmem_miss 
data blocks 1280 670 610 313381264 166121 534 <=====same as kmastat, kmem_miss
link blocks 30 30 0 12305 38 0
stream events 94 6 88 1654540 94 0

Count of scheduled queues: 0
0> od -d strthresh
fe97f710: 0062914560
0> od -d bnsp2psegminfreecnt 
feac2584: 0000690233 <====these failures will be logged if bns subsystem tries to get RCBs but can't. 
The above hits will appear on the node in tdnstat as TXP2P or RXP2P No RCB hits
0> od -d bnsgrpsegminfreecnt
feac2588: 0000130414 <==== same here 
0> od -d bnsp2precminfreecnt
feac257c: 0000000049 < == and here
0> od -d bnsgrprecminfreecnt
feac2580: 0000000000 <===and here 
0>
test5_14:/home/ncrcsfd/gsc [ 30 ] who -rb
. system boot Nov 12 22:23
. run-level 3 Nov 12 22:23 3 0 S

The above counters have been accumulating since the last node reboot. 

Notes: Kernel interrupt page misses will show up as general kmastat failures, and can be the cause of STREAMs or bns failures as well. Since RCBs and other memory requests are allocated at interrupt time, if the kernel cannot service interrupts because of interrupt page pool depletion then all the requests will fail as well. (See more about kmem in the following articles: 


SHC reports memory allocation and streams errors, ) 

The default for kernel interrupt pages is 100, set in mtune/stune. Tune this with idtune on the following:

idtune DMEM_DESIPAGES 512
idtune KMEM_MINIPAGES 512
idtune KMEM_DESIPAGES 512

Step 4) Get an idea of how the workload is affecting memory availability. One of the most common causes of sudden memory depletion are many concurrent row redistributions running at the same time. Using the nettotal.out from the resnettotal Higa macro, check for peaks in redistributed blocks and see if peaks here correlate to timeframes when large numbers of mem alloc failures and/or total memory depletion occurred.
